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LETTER FROM THE EDITORS

Appreciating the Significance of Non-Significant

Findings in Psychology

* David M. A. Mehler'2, * Peter A. Edelsbrunner®, Karla Mati¢*

Hypothesis tests for which the null hypothesis cannot be rejected ("null findings") are often seen as negative

outcomes in psychology. Null findings can, however, bear important insights about the validity of theories and
hypotheses. In addition, the tendency to publish mainly significant findings is considered a key reason for
failures to replicate previous studies in various fields, including psychology. In this editorial, we discuss the

relevance of non-significant results in psychological research and ways to render these results more
informative. We discuss the possibility to test whether null findings provide evidence for the absence or
negligible size of an effect, based both on frequentist and Bayesian statistical methods. We further discuss the
role of adequate power analysis in obtaining informative evidence for null findings, with a special emphasis on

student research. Lastly, we encourage researchers at all career stages to submit null findings for publication.
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Imagine putting great care into the design of your
thesis project, and eventually getting results that are
not statistically significant and thus apparently do not
support your main hypothesis. Such situations may
be especially frustrating for students; they may
question the theoretical background and foundations
of their research, or even resort to restating their
hypotheses in light of the non-significant results.
However, this common assumption—that
significant findings indicate flaws in a theory or

non-

undermine the value of a research project—is a
misconception (Edelsbrunner & Thurn, 2018). In this
editorial, we discuss the importance of publishing
non-significant results. We illustrate why a non-
significant finding alone does not indicate evidence
for the absence of an effect and introduce statistical
methods (frequentist and Bayesian) that allow to test
whether null findings indicate absence or a negligible
size of an effect. We further discuss the role of
adequate power analysis in obtaining informative
evidence for null findings, with a special emphasis on
student research. We encourage researchers at all
career stages to submit null findings for publication.
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The Relevance of Non-Significant Results

Adequate  reporting  of  non-significant and
inconclusive findings improves the reliability of the
scientific literature. Researchers who withhold their
non-significant findings (called file-drawer effect) or
journals that refuse to publish statistically non-
significant  findings (so-called publication bias)
create—however inadvertently—a literature that is a
distorted version of the scientific reality. One can
think about the reported effects as only "the tip of the
iceberg”, with many of the reported effects likely
being overestimates of the real effects (Algermissen
& Mehler, 2018; Schafer & Schwarz, 2019). This can
result in difficulties to replicate previous work,
because our estimates of the sample sizes needed to
reliably find an effect are based on biased prior
literature (Algermissen & Mehler, 2018; Open
2015). The adequate

reporting and publishing of null findings is also

Science  Collaboration,
informative because it can enable researchers to
refute a theory, for instance if they repeatedly provide
evidence for the absence of an effect (Fidler,
Singleton Thorn, Barnett, Kambouris, & Kruger,
2018). Therefore, adequate reporting of
significant findings renders scientific literature as a

non-

whole more complete, and allows for a better
judgment about the replicability of scientific work.

What Does a Non-Significant Finding
Mean?

Researchers talk about "null findings" when their
statistical tests do not reach significance, and
oftentimes they interpret such non-significant tests as
conclusive evidence for the absence of the effect in
question (Hoekstra, Finch, Kiers, & Johnson, 2006).
However, this interpretation is misleading, because a
non-significant effect can occur for at least two other
reasons. First, the effect might exist with about the
predicted size, but it could merely have been

overlooked because the evidence in the given sample
is not sufficiently strong. Second, the effect could be
smaller than expected, perhaps even close to zero,
and might thus be considered negligible or absent.

How often do we overlook an effect although it
really exists? We can estimate this by computing
statistical power—the probability to obtain a
significant result for an effect of a certain size that
really exists, given a specific statistical model and
sample size. An example of statistical power for a
commonly used statistical test, and how it relates to
effect sizes, is depicted in Figure 1.
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Figure 1. Power of an independent samples t-test with n = 50 per
group, for different effect sizes indicating real difference between
groups in Cohen’s d. Power at Cohen’s d = 0.4 indicated by dashed
lines. Code available at https://osf.io/d5zyt

Specifically, we can see that, if we use a t-test to
compare group means between two groups with a
fixed size of Cohen’s d = .4 (which is considered a
typical effect size in psychology; Kihberger, Fritz, &
Scherndl, 2014; see also Szucs & loannidis, 2017
and Schéafer & Schwarz, 2019 for more conservative
estimates), the statistical power is just about .5. In
such situation, we would only find a significant effect
in about 50% of cases. In other words, with such low
power, data collection becomes as effective as a

mere coin toss. If the real effect is even smaller
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(Figure 1 further left on x-axis), this percentage drops
substantially and the effects will be easily missed. In
contrast, if the effect is larger, it becomes easier to
detect it reliably.

It is usually suggested to estimate the statistical
power for a specific study design and statistical test
before the study is conducted, and adapt the sample
size to achieve at least 80-90% statistical power.
However, it has been shown that many studies in
psychology do not achieve sufficient statistical power
(Szucs & loannidis, 2017). This tells us that a non-
significant p-value does not indicate that an effect is
absent; it could have just been overlooked.

Frequentist Equivalence Testing

So how can we establish whether we overlooked a
true effect, or if a non-significant result indicates
rather that the effect is really absent or of negligible
size? We can start by defining, before we look at the
data, which size the specific effect would have to
exceed in order to count as meaningful. This decision
should be based on careful consideration of prior
research, theory, and research question: at which
minimal size is the effect large enough to have
meaningful consequences from a theoretical or
practical perspective? We then accept that effects
below this boundary can be considered negligible.
Such an effect size is called SESOl—the Smallest
Effect Size of Interest.

We can use equivalence testing to determine if we
have sufficient evidence to consider the effect in
question negligible (Lakens, Scheel, & Isager, 2018),
as depicted in Figure 2. We estimate a confidence
interval around the effect size of interest. If the
confidence interval lies fully within the area of effect
sizes below our SESOI, as it does in Figure 2, we
have a significant result in favor of equivalence—the
effect in question is negligible. More specifically, the
null hypothesis and alternative hypothesis are
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Figure 2. lllustration of a significant result of an equivalence test.
Confidence interval lies fully within the equivalence bounds defined by
HO that the effect has a meaningful size, supporting the decision to
reject the hypothesis and instead accepting the hypothesis H1 that the
effect is negligible.

different when working with a SESOI compared to
traditional significance tests: the null hypothesis in an
equivalence test states that the effect is either below
or above the threshold of negligibility, and the
alternative hypothesis states that the effect is
negligible. Hence, a significant result of the
equivalence test supports the decision to reject the
null hypothesis that the effect is larger than the
SESOI. Instead, we may accept the hypothesis that
the effect is smaller than the SESOI, and therefore
negligible. However, if the confidence interval does
not lie fully within the equivalence bounds, the
equivalence test result remains inconclusive,
suggesting that more data would be required to yield
a conclusive result.

Overall, equivalence testing re-emphasizes the
importance of statistical power and thus the study
design, and foremost sample size planning. Power
analyses are ideally informed by pre-defined SESOls
to increase both the chance to detect small effects
and to show equivalence in case of a non-significant
finding. We recommend interested readers to consult
published tutorials by Lakens and colleagues (2018a)

and Lakens and colleagues (2018b).

Bayesian Approaches: Credible Intervals
and Bayes Factors
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There are two common methods to evaluation of null
findings based on Bayesian statistics, an approach
that has recently gained traction (Wagenmakers et al.,
2018).

The first is analogous to frequentist equivalence
testing. Again, equivalence bounds (which some
Bayesian statisticians call ROPE—"region of practical
equivalence", see Kruschke, 2011) are determined.
However, instead of examining whether the confidence
interval of an effect lies within, above, or below the
equivalence bounds, here the Bayesian equivalent
called the credible (Kruschke, 2011) is
estimated and examined. Given certain conditions, the

interval

credible interval often covers a similar area as a
frequentist confidence interval, but it has a different
(Kruschke, 2011;
Rouder, Lee, & Wagenmakers, 2016). For example, if

interpretation Morey, Hoekstra,
the Bayesian 90% credible interval lies fully within the
SESOI region, we can be 90% sure that the parameter
representing the effect we are interested in actually lies
within the equivalence region. In contrast, if the
frequentist confidence interval lies fully within the
equivalence region, it supports the decision to reject the
null hypothesis of non-equivalence and accept the
alternative hypothesis of a negligible effect (Lakens et
al., 2018b).

The second Bayesian approach is hypothesis testing
based on Bayes factors. The Bayes factor is often seen
as the Bayesian counterpart to frequentist hypothesis
testing via p-values. In light of collected data, it informs
us how well different hypotheses can predict the data
compared to each other. Taking into account prior odds,
this can be translated into the extent to which the null
hypothesis (e.g., the effect of interest does not differ
from zero) is more or less likely than an alternative
hypothesis (e.g., that there actually is a relevant effect;
Kruschke, 2011). To get a grasp on Bayesian statistics,
we suggest to consult Edelsbrunner (2017) for a reader-
friendly blog post; Etz, Gronau, Dablander,

Edelsbrunner, and Baribault (2018) for an overview of
introductory literature; Wagenmakers and colleagues
(2018a and 2018b) for a theoretical primer and basic
practical introduction; and Kruschke (2011), Lakens
and colleagues (2018a) for tutorials and discussions of
the approaches presented here and more in-depth
discussions.

Conclusion: Making the Most of Non-
Significant Findings

The issues outlined here show that a well-conducted
power analysis is key to a good study design.
However, students might lack the prior knowledge
required for conducting an appropriate power
analysis that allows a specific statistical test to detect
(or reject) a smallest effect size of interest with a
sufficiently large probability. Moreover, student
projects are often constrained by limited time and
monetary resources that make it difficult to collect
sufficiently large data sets. We have four suggestions
how to make student research under these conditions
as informative as possible.

1) An adequate power analysis and subsequent
adjustment of the sample size is required to make a
specific statistical test informative. We therefore
recommend students to inform themselves about
power analysis. Helpful resources include Harms and
Lakens (2018) who provide a conceptual explanation,
Greenland and colleagues (2016) offering a guide to
misconceptions, Judd, Westfall, and Kenny (2017)
who cover more complex experimental designs, and
Arend and Schéafer (2019)
situations that involve multilevel data.

2) Collaboration with others, or making use of
available open data, may help mitigate issues around

who elaborate on

statistical power (Allen & Mehler, 2019). Collecting
the data for student projects in small teams rather
than individually can ensure adequate sample sizes
and thus provide sufficient statistical power.
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3) Changes in study design, for example adding
information from an additional measurement point
such as a pretest to a study design, can substantially
increase power (Venter, Maxwell, & Bolig, 2002).

4) If the sample size suggested by a power
analysis is difficult to achieve (e.g., due to limited time
or monetary resources), it can still be informative to
focus on precise parameter estimation, and on
presenting informative descriptive statistics as well as
data visualizations, rather than on hypothesis testing
(Valentine, Aloe, & Lau, 2015). While this strategy
does not really circumvent the issue of hypothesis
testing (Morey, Rouder, Verhagen, & Wagenmakers,
2014), descriptive statistics and data visualizations
can be very informative both as an addition to
hypothesis tests and on their own (Valentine et al.,
2015). Alternatively, Schoénbrodt, Wagenmakers,
Zehetleitner, and Perugini (2017) and Schénbrodt
and Wagenmakers (2018) present sample planning
based on Bayesian statistics that can be helpful in
case of limited resources, and Allen and Mehler
(2019) discuss how constraints and benefits might be
weighted in the design of studies conducted by early
career researchers. Whichever approach is taken,
however, constraints in the sampling plan should be
described transparently in the manuscript to permit a
fair evaluation.

In fact, transparent documentation of planned
experiments helps to ensure that non-significant
findings are published and provides an opportunity
for external feedback before data collection.
Noteworthy, the publishing format Registered Report,
which has been introduced at the Journal of
European Psychology Students in 2016 (King et al.,
2016), includes a Stage 1 peer-review for which
researchers submit a documentation of their
methodology, hypotheses, analysis plan, and power
calculation for peer-review before data collection
starts (for an example, see Kvetnaya, 2018). After

successful submission, researchers are guaranteed
that their study will be published independently of the
statistical outcome, thus mitigating the publication
bias (Allen & Mehler, 2019). Registered Reports offer
a wide range of benefits to students, but they also
require more time for planning and piloting
experiments than traditional experimental formats.
tight time constraints,
preregister their
hypotheses, methodology and analysis plan before

Therefore, in case of

researchers can still main
data collection and make it openly accessible on a
public repository such as the Open Science
Framework (Criiwell et al., 2018).

Overall, we conclude that adequate reporting and
follow-up of non-significant test results (using
frequentist or Bayesian statistics) as well as properly
conducted power analyses (that are ideally informed
by pre-defined SESOIs) render traditionally
disregarded "null findings" informative. The Journal of
European Psychology Students is committed to
research

support researchers

practices, and therefore fully encourages authors to

in following best

submit studies resulting in non-significant findings,
employ follow-up analyses of non-significant results
and consider

as described here, submitting

Registered Reports.
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